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Two embedded
storage controllers

Up to 6 x 100/200 
Gbps PCIe 4.0 NICs
(Slingshot, GbE, IB)

Up to 525 TB* usable in
2 Rack Units (88.9 mm)

➢



Interconnect 

Key compute blades

Application 
and software 
development 
ecosystem

Workload management
and orchestration

System management

Operating system
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Compute infrastructure

Data management

Storage file systems
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